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ML prediction assists decision

sssssssssssssss  samres

How Good Machine The Impact of Machine Learning on

Learning in Recruitment Modern Recruitment

Can Radically N

Transform Your Hiring ©
[VerVoe.com] [smartdreamers.com]

Market Insights 24 min read

Machine learning in
recruitment: a deep dive

Machine Learning's promise is to find the perfect candidate
and assess them without your interference, but what is it
exactly and how does it really help you?

[HeroHunt.ai]

» Job hiring: who to reach out to? who to select for interview?
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ML prediction assists discovery

Deep Learning
Shortcuts to Simulation: How Deep Learning
Accelerates Virtual Screening for Drug Discovery

May 11,2020  (® 14 min read

[DZone.com]

Automating Drug Discovery With Machine
Learning

Article Published: April 16, 2021 | Neeta Ratanghayra, MPharm

[technologynetworks.com]
» Drug discovery: which molecules/compounds to proceed to screening and clinical trials?
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Decision and discovery processes

» Finding a few interesting cases from a huge pool

04 2

Disease (COVID) Position

Candidate drugs Job applicants
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Decision and discovery processes

» Finding a few interesting cases from a huge pool
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Decision and discovery processes

» Finding a few interesting cases from a huge pool

Traditional

1. Expensive & slow
for huge drug libraries

Physical
screening (HTS)

»ach

Prioritize
high-score drugs

FDA @pproval
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ML in decision and discovery processes

» Accelerating discovery via machine learning prediction

ML-assisted
approach
Prioritize
high-score drugs

Virtual screening
(ML prediction) :.
FDA @pproval

A
). }H Low cost & fast

C black
box i ai . .
once prediction model is built
X 100000
[Koutsoukas et al, 2017] Predicted activity scores

[Vamathevan et al, 2019]
[Dara et al, 2021]
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ML in decision and discovery processes

» Accelerating discovery via machine learning prediction

] What guarantee is sensible?

ML-assisted
approach
Prioritize
Virtual screening high-score drugs
(ML prediction)
Can prediction from complex FDA @pproval

machines be trusted?
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Our proposal

» Drug discovery with error control on the selected

Smaller set

A3

Threshold
Wrapper for confidence scores

any ML model

' FDA @pproval
= 3

black " "9

box ¥

X 100000

Calibrated confidence scores in [0,1]
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Our proposal

» Drug discovery with error control on the selected
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Our proposal

» Drug discovery with error control on the selected

Smaller set

90% of this set
are active drugs

Threshold
Wrapper for confidence scores

any ML model —
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|dentify a few interesting cases from a huge pool

» Problem setting
» Any pre-trained model i: X — Y

» X: physical/chemical features of the drug

» Y: activity score should we physically screen the drug
»> Y e {0,1}: whether the drug is active for the disease
» Y e R: how active the drug is for the disease

» Training data (X;, Y;) ~ P, i=1,..., n. (already-screened drugs)
» Test samples (Xp4j, Yoij) ~ P, j=1,..., m. (new/other drugs in the library)

> Interesting <> the unseen outcome is large Y,.; > ¢,y

> highly competent candidates, highly effective drugs

» ¢, ;: how active should the drug Y,i; be to be considered ‘interesting’ (pre-specified)
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Predicting the unobserved responses: conformal prediction

» (Split) conformal inference [Vovk et al., 2005]

» Find any nonconformity score V: X x Y — R (such as V(x,y) = —|y — 1i(x)])
» Compute Vi= V(X;,Y)) fori=1,...,n

» Construct prediction intervals

E(Xn+j; a) = {y: (Xnsj,y) > Quantile(a, >}, ﬁ(Sv, + ﬁéfoo)}

v

Distribution-free guarantee
P(Ynyj € ((Xnyjia)) > 1—a
for each j (marginalized over { X, Yi}L; and (Xn+j, Yatj))
» A literature on conformal prediction for drug discovery [Norinder et al., 2014, Svensson et al., 2017, Ahlberg et
al., 2017, Svensson et al., 2018, Cortes-Ciriano and Bender, 2019, Wang et al., 2022]

» Build prediction sets and identify promising drugs
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Is validity for one single point sufficient?

» Consider the binary case, where Y = 1 is of interest

» Conformal prediction sets take the form {0}, {1},{0,1}
> (Y € C(Xnijia)) > 1— o, over {X;, Y}y and (Xoij, Yasy)

» What if we construct E(X,,H; «) and choose those E‘(X,,H; a) ={1}7

» Coverage on average does not imply coverage on selected ones

type —— marginal set—conditional (FDR)
Q
o0
< _ .. .
5075 e > x-axis is marginal coverage level 1 —
[} 7}5 . i
é 050 2 » dark curve is miscoverage for all test data
=
B oasd S > orange curve is miscoverage for those
N0 = -
Tg \\ —~ C(Xn+j; O() = {1}
& 0.00 -

07 038 09 10
Marginal confidence level
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The selection issue with multiple decisions

» What if we construct E(X,,H; «) and choose those seemingly promising ones?

» Coverage on average does not imply coverage on selected ones
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Decision and discovery processes

» Error on the selected is more of concern

Traditional
approach

Physical
screening (HTS)

Smaller set

}{ l[: Expensive
£ }'{ clinical trials...

X 1000

Prioritize
high-score drugs

FDAM)VC”

2. Costly follow-up studies
on the selected

11/35



Error control on the selected

> We want to select those Y, ; > c,.; among test samples
» Training data (X;, Y;) ~ P, i=1,...,n. (already-screened drugs)
» Test samples (Xntj, Yoij) ~ P, j=1,..., m. (new/other drugs in the library)

» chij: how active should the drug be to be considered ‘interesting’

» Limiting the proportion of false selections: FDR control

>y I{Yoyj < coyj but selected}

1V 3" 1{ Yy, selected}

<q

» Why counting the error? Cost of follow-up studies, cost of interviews, cost of a missing patient...

» Why proportion? Tradeoff between costs and rewards
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Selection by prediction with conformal p-values

» Testing random hypotheses
I_Ij: Yn+j§Cn+j> J:]-a,m
> Rejecting H; means claiming Y,4; > Cpyj

» Our idea: construct p-values for these hypotheses and do classical
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Selection by prediction with conformal p-values

> A general strategy
» Construct monotone nonconformity score V(x, y), such that y <y implies V(x, y) < V(x,y)
» One-sided residual V(x,y) =y — [i(x)
» Fitted cumulative distribution function V(x,y) = ﬁ(YS Y| X=x)
» Construct training scores Vi := (X, Yi), i=1,...,n
> Construct test scores Vo = V(Xntjs i), j=1,...,m
> Obtain selection set by BH(g) procedure with conformal p-values (no ties)

YR {Vi< Vb + U
pj_ n+1 9

Uj ~ Unif[0, 1]

> Thatis, R = {j: p; < gk"/m}, where k* = max{k: 3°", 1{p; < gk/m} > k}

The above procedure controls FDR below g for i.i.d. or exchangeable data
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Back to the drug discovery pipeline

Small set with
90% active drugs }{

% 1000

ﬁ BH(q)

ML model

' }. Use training

' ) data }{
) black T S A
box ¢ ol A

% 100000 x 100000

Predicted activity scores Calibrated confidence scores
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Conformal p-values via inverting conformal prediction intervals

> p; is the smallest « such that one-sided (1 — «) prediction interval excludes (all lies above) ¢,y ;

pj=inf{a: corj & C(Xnrji)}, where

C(Xpy1;00) = {y: U Xnt1,y) > Quantile(a,Zf_l n+15\/ + n+15_ )}

» A small p-value indicates that ¢y is smaller than the typical behavior of Y,

By monotonicity,
(‘()(,,+,:(1) = (X4 @), 0)
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P-values for random hypotheses

» In conventional setting with deterministic hypotheses, we often rely on

P(pj<a)<a forjeH

» Our p; instead satisfies a generalized notion of "type-l error” control:
IP)(pj < (1,_]. € HO) < a,
In particular, it obeys that for some "always null" p¥ ~ Unif[0,1],

pj > p; on the event {j € Ho}.

» FDR control comes from this null property + PRDS among all p-values
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Theory for FDR control

Write Z; = (X;, ;) for i=1,...,n+ m and Z,H = (Xnyjs Cnyj) for j=1,...,m.
Theorem (J. and Candes, 2022)

Suppose V' is monotone, the training data {Z;}_, and test data {Z,;}1, are i.i.d., and data in

{Z}, U {2n+[}g7éj U{Z,+;} are mutually independent for any j. Then, for any q € (0,1), the output
R of our procedure with input level q satisfies

5:1211 I{j €R, )/ﬁ+j < Cn+J}

FDR =E < q.
1V [R| =
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Theory for FDR control

> Step 1: Leave-one-out

i L {Vi<Vey

» Define 'oracle’ p-values p; = T

> Let R} = BH(q; p1,-- -, Pj-1, P} s Ptjs - - - » Pn)

» On the event {j € R, Yoy < Coyj}, one has R = R} and p; < pj, hence

E Zjn;]. Il{\/n+j S Cn+js J S R}

1V |R| 1V IR

<Y E
j=1
» Step 2: PRDS for FDR control

» For each j, (p1,...,pj-1,Pj+1,---,Ppm) is PRDS on p}
> Also, p; ~ Unif[0,1]. Thus

=1

“ |:1{Yn+j < cnyjy Pj < qIR}|/m}

| {p < qIR;|/m} =~ q
ZE[ 1V R } Z:E’

|

m

<>

J=1

AL , where V,; = V(X,,ﬂ, Y,,Jrj) [Bates et al., 2021]

d

1{p; < qIR}|/m}

1VIR:]

|
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Power considerations

» While FDR is controlled for any monotone score V, some is powerful

> If the thresholds are constant c,y; = ¢, a particularly powerful choice is the ‘clipped’ score

V(% y) = too-I{y > c} +c- T{y < ¢} —ji(x)

> In the binary case with ¢ =0, an ideal score should be monotone in P(Y=1| X = x)
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Real data: Drug property prediction for HIV

» Y e {0,1}: whether the drugs interact with the disease

> nior = 41127 in total, 6 : 2 : 2 split, 3% in the training fold are active

> FDR level: g € {0.1,0.2,0.5}

» Small neural network for illustration (can be more complicated)

FDR Power IR|
Levelg | 01 | 02 | 05 01 [ 02 | 05 |01 ]o02]05
BH_clip | 0.0957 | 0.196 | 0.495 | 0.0788 | 0.174 | 0.410 | 26.5 | 64.2 | 240
BH_res | 0.0989 | 0.196 | 0.494 | 0.0766 | 0.174 | 0.410 | 25.8 | 64.4 | 239

Table: FDR and power of the three methods averaged over N = 100 random splits.
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So far, and next

» Reliable screening + selection procedure from any prediction model

» Works for i.i.d. or exchangeable (i.e., finite population) training and test samples

» Next: distribution shifts

> Are my evaluated drugs comparable to the unknown drugs?

> ¥ X%
ot > 3% <
}{H}{ ng;&:nz

Training drugs New drugs

» Similar concerns apply to job recruiting, health risk monitoring, etc
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Selection by prediction under covariate shifts

> We assume that the test data {(Xu4j, Yo+j)} " Q for some unknown Q

> The training (calibration) data are {(Xj, Yi)} "I P that obeys

dQ _
@(Xuy) = W X)

for some known weight function w: X — R [Tibshirani et al., 2019]

> Still want to find Y, > cpqj with FDR control
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Selection by prediction under covariate shifts

> If we apply the previous methods when there is actually covariate shift

method D naive I:l weighted method -*= naive - weighted
1.00
4.
é 0.754
231
g 21 0504
A =
14 9]
R .25
0- T T T T T T T T T
000 025 050 075 100 02 0.4 0.6 0.8
Oracle p—values FDR target
P-values are no longer valid FDR can be violated
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Selection by prediction under covariate shifts

» Replace conformal p-values by weighted conformal p-values
> Construct monotone nonconformity score V(x, y), such that y <y implies V(x,y) < V(x,¥)
> Construct Vi = V(Xotj o), j=1,...,mand Vi= VX, V), i=1,....n
> Compute weighted conformal p-values (no ties)

L mawX)1{Vi< \A/nﬂ'} + w( X))
b= ST w(X)) + W(Xnsy)

» We again have generalized type-| error control under covariate shift:

P(p; < ajeHo) <a, Yae(0,1)

» Question: Does the previous recipe for FDR control apply?
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Weighted conformal p-values are not PRDS

Theorem (J. and Candés, in preparation, 2023+)

Suppose we construct p; with ¢,yj = Ynij. Then there exists a weight function w(-) and a monotone
score function V-, -), such that the weighted conformal p-values are not PRDS.

» The PRDS property may fail when V(X;, Y;) are negatively associated with w(X;)
> Why?

> Without weights, small p; < large training scores {V;} < small other p-values

> With data-dependent weights, one cannot tell whether a small p; is due to large training scores
(hence other p-values are small) or small training weights (hence other p-values can be large)
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Does BH + weighted p-values still work?

» We can show applying BH(q) to weighted conformal p-values controls FDR asympototically

» For fixed m and n — oo, or m, n — oo when data are i.i.d. from P and Q

> It also empirically controls the FDR in most of our numerical experiments
> But we recently observe violated FDR in a large-scale drug discovery task (finite population)

» Theoretically, it is still an open problem
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A new approach to exact FDR control
» Compute V, \A/,,+j, and p; as before

> Calibrate the rejection threshold of p; via ‘auxiliary p-values’
» For each j, for all £ # j, define
p(J) _ 27:1 W(XI) 1 {\/l < /\\/n+2} + W(Xn\j)]l{/\\/n+j < /‘\/I‘I+Z}
’ ST w(Xi) + w(Xo)

ST wW(X) L{Vi < Voo + w(X,0)

as opposed to = 5
(as opposed to) - p S w(X) + w(Xo)

> Let R; be the rejection set of BH(q) applied to {0} U {pl(_,j)}g#

> Set the rejection threshold s; = q|7/€\j\/m
» Obtain the final rejection set
R = {13 pi < s IRl < f*}a ro=max{r 30 1{p <55 IR < 1} > 1}

where either & = 1, & = & ~ Unif[0, 1], or & "~ Unif[0, 1]. 2035



Exact FDR control

Theorem (J. and Candés, in preparation, 2023+)

Suppose {Z;}1_; P and {Zn+i} P 5 Q for Z, = (Xi, Yi), and the covariate shift holds for w(-).

Assume that for each j=1,...,m, data in {Z,...,Zy, Znyj} U {Z,+¢}g¢j are mutually independent
for Zy ¢ = (Xnte, Cnye). Then all three choices of {{;} lead to

> L{j€R,j€ Ho}

E <
1V [R] e

where the expectation is taken over both calibration and test data.
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Theory: step |

» Proof step 1: Extending the conditional calibration idea [Fithian and Lei, 2022], one can show that
with all three choices of {¢;},

E

> l{jeR,je 7‘[0}] < Zm:E[l{pj < s, Yoty < Gy} .

1VIR| =1 IRl
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Theory: step Il, leave-one-out analysis

> Proof step 2: Leave-one-out analysis. We relate p; and pU) to

o L wX) 1LV < Vi)t + w(Xaw))

P = n ’
! >y WXi) + w(Xo )
o0 = 2 W(X) L{Vi < Vipe} + w(Xos)) 1{ Voyj < Vore}
‘ 2oy wXi) + w(Xnj)

The only distinction between them is whether we used \A/,,H or Viyj
» Define a " L. : * _ . 60) . *,(j) *,(J) . *,(j)
proxy’ rejection set R7 o = BH(q; p;™, -+, p Y, 0, 1Y+ s pm”)

» A more complicated leave-one-out analysis yields

m

ZE 1{pj <sj, Yo < Cn+j}] < zm:]E
=

IRl IR0l

I{p; < qIR};on}]

=1
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Theory: step Ill, conditional independence
» Proof step 3: Due to covariate shift,
LRl | 250 v
for the unordered set Z; = [Z1,. .., Z,, Zoyj], where Z; = (X, Y))

» A rough argument:
> |Rio| only depends on the unordered set Z; and {\A/,,Jrg}e#j

» p; and Z; are independent of {\A/,,Jrg}g#j

> Also, pj | Z; stochastically dominates Unif[0, 1]. This gives

< ZE
j=1

z"’: [1{Pj<q 7-sol/m}

‘ —»0| —+O|

qIR ﬁo|/m1 -
R -7

» Connection to conditional calibration [Fithian and Lei, 2022]: Z; serves as the ‘sufficient statistic’
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Real data: drug-target interaction prediction under biased sampling
» DAVIS dataset, Y € R continuous binding affinities, X feature for drug-target pairs
» nit = 30060 drug-target pairs in total, 2 : 2 : 6 split
» Covariate shift created by preferring high-prediction drugs in calibration data

» ¢, j= the gpop-th quantile of the outcomes of the training samples with the same binding target
as sample j, where gpop € {0.7,0.8,0.9}. FDR level: g € {0.1,0.2,0.5}

method E3 wBH wCC_dtm wCC_hete EJ wCC_homo

FDR target = 0.1 FDR target =0.2 FDR target =0.5
100~ 1.00 1.00- .
0.75 0.751 0.751
a9
E 0504 - . 0.50 © 0501 -EEEE=——— - —m - - -
025 é % : : 0.25-__%__%__%_’___&,__ 025 %l %
0.00 ———— |000{_ - . 0.00- . .

clip res clip res clip res 33/35



Other applications of this framework

» Detecting positive individual treatment effects

> A = O(1) — O(0) is the difference between outcome under treatment O(1) and under control O(0)

» Our method allows for finding On1j(1) > On1;(0) test units in the control group (so that O,.;(0) is
observed, but O,4(1) is not) with FDR control

> It is equivalent to taking Yi4j = Ontj(1) and cnrj = Onyj(0)

» Works even though two quantities are never observed for calibration data

» Detecting outliers/concept drifts under covariate shift
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Summary

» We argue FDR as a sensible error criterion in prediction-assisted screening and discovery

» Methods that turns any prediction model into a reliable selection procedure

» P-value and multiple testing for random hypotheses

» Extend to settings with covariate shifts

» Some more complicated methodology & theory

any ML
model

®

> [&%3¢

Small set with
(1-q) true discovery

% 1000

(first part) arXiv: 2210.01408 Candidate drugs
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	Generalization

